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Abstract—Classification of electroencephalograph (EEG) sig-
nals is the common theoretical background of various recognition
tasks, such as EEG-based diagnosis of diseases, identification of
sleep stages and the recognition tasks related to EEG-controlled
spelling devices or web browsers. Projection-based classification
of EEG is one of the state-of-the-art techniques to solve such
tasks. In this paper, we propose (i) to utilize asymmetric loss
linear regression for projection-based classification and (ii) to
use genetic algorithm to select reference signals. We performed
experiments on a publicly available EEG dataset. Our model
aimed to classify patients according to a disease (alcoholism).
The results show that both proposed techniques may increase
accuracy.

Index Terms—Electroencephalography (EEG), Classification,
Genetic Algorithm, Dynamic Time Warping, Asymmetric Loss
Linear Regression

I. INTRODUCTION

Classification techniques may be used for various EEG-
related recognition tasks, such as the recognition of emo-
tions [1], epileptic seizures [2], identification of sleep
stages [3] or the diagnosis of autism [4]. Other classification
tasks are related to EEG-controlled spelling devices and web
browsers for paralysed patients [5], [6].

State-of-the-art solutions of these recognition tasks are
based on machine learning. Various models have been used
ranging from logistic regression [7] over support vector ma-
chines [8], [9] to neural networks [10] and deep learning [11].
Common pre-processing techniques include time-frequency
analysis [3], variants of wavelet decomposition [12], [13] and
feature extraction [14]. We refer to [15] and [16] for relevant
reviews.

We consider the EEG-related recognition tasks as time series
classification [17] tasks for which models based on dynamic
time warping (DTW) are popular and effective [18]-[20]. As
shown in [21], projecting EEG signals using DTW-distances
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allows fast and accurate classification of EEG signals. On the
one hand, the projection-based approach presented in [21]
outperformed various techniques such as neural networks,
support vector machines, nearest neighbour and hubness-aware
classifiers [22]. On the other hand, in contrast with other DTW-
based classifiers, such as nearest neighbour or hubness-aware
classifiers, only a few DTW-calculations are required in case
of projection-based classification of EEG signals.

Compared with other machine learning techniques,
projection-based classification offers the following advantages:
(1) due to its conceptual simplicity, the model may be vi-
sualised and understood by human experts, especially, if the
user sets the amount of reference signals to a relatively low
value, (2) a reasonable model may be induced even if the
amount of training data is moderate which may be a great
advantage in case of rare diseases or rare subtypes of diseases,
(3) classification of a new signal is computationally cheap.

For the above reasons, we focus on the enhancement of
projection-based classification of EEG signals in this paper.
In particular, we propose to utilize asymmetric loss linear
regression within projection-based classification and to use
a genetic algorithm to select reference signals, thus we call
the proposed approach Asymmetric loss linear regression
with Genetic Algorithm for Projection-based classification, or
ASTERICS for short.

The reminder of the paper is organised as follows. In
Section II we describe the background required to understand
our work. This is followed by the details of our approach
(Section III). Section IV presents our experimental results
while conclusions are drawn in Section V.

II. BACKGROUND

We begin this section with a short description of the
technology used to acquire brain activity data. Simultaneously,
we introduce the data used throughout this study. This is
followed by the review of projection-based classification.

A. Electroencephalography

Electroencephalography (EEG) is one of the techniques
to capture brain activity. In our study, we used a publicly
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Fig. 1. Performance (area under receiver operator characteristic curve) of
nearest neighbour classifier using data from various channels

available EEG dataset! from the UCI machine learning repos-
itory [23]. In total, this collection contains more than 11,000
EEG signals recorded from 122 persons. Out of the 122
persons, 77 were alcoholic patients and 45 were healthy
individuals.

The electrical activity of the brain was captured at 256 Hz
for 1 second on 64 channels. For more information about data
collection and selection of patients we refer to [23]. In order
to filter noise, as a simple preprocessing step, we reduced the
length of the signals from 256 to 64 by binning with a window
size of four, i.e., we averaged four consecutive values of the
signal. Next, we normalised the data: for each time series, we
calculated its mean and standard deviation, subsequently, we
subtracted the mean from each value and divided it by the
standard deviation.

In order to understand the data, we performed an initial
experiment with nearest neighbour classifier using DTW as
distance measure with a warping window size of 5 time
slots (approx. 80 milliseconds). In this experiment, we tried
to classify patients using data from a single channel. We
performed the experiment for each channel. The results of this
analysis (see Fig. 1) show that, compared with other channels,
P4 allows for accurate classification. Therefore, we decided to
use only this channel subsequently.

B. Projection-based classification of EEG

Projection-based classification has three main steps: (1) se-
lection of reference signals, (2) calculation of DTW distances
of each signal to each reference signal, (3) induction of a
classifier using the aforementioned distances as features, see
also Fig. 2.

In principle, various approaches may be developed within
the above framework of projection-based classification. For
example, PROCESS [21] performs projection-based classifica-

Thttp://archive.ics.uci.edu/ml/datasets/EEG+Database

tion with random selection of the reference signals (in step 1)
and uses logistic regression as classifier (in step 3).

We point out that the selection of reference signals (step 1)
and the induction of the classifier (step 3) are essential
components of the approach, therefore we focus on these steps
in our current study.

When calculating the DTW-distances, we calculated the
entire DTW-matrix (i.e., we did not use a warping window).
For a detailed description of the calculation of DTW distances
we refer to [24].

III. OUR APPROACH

In principle, various optimization techniques and classifiers
may be used in the first and third steps of the projection-based
approach, i.e., for the selection of appropriate reference signals
and to classify the projected signals. We also not that many
classifiers, including logistic regression, use an optimization
algorithm in the training phase in order to determine appro-
priate values of their parameters or weights. Just to mention
a few of the many techniques, we point out Noisy Extremal
Optimization [25], Cuckoo Optimization [26] recent variants
of the Grey Wolf Optimizer [27], as well as probabilistic and
possibilistic models [28].

In this paper, we propose to use a genetic algorithm for
the selection of reference signals in the first step of the
projection-based approach. Additionally, we propose to utilize
asymmetric loss linear regression (ALLR) in the third step
of the projection-based approach. ALLR is a recent classifier
which has already been shown to perform surprisingly well for
the task of drug-target interaction prediction [29], however, it
has not been used in the context of EEG classification before.

This section describes the aforementioned components, the
applied genetic algorithm and ALLR.

A. Genetic Algorithm for the Selection of Reference Signals

Genetic algorithms are optimisation techniques motivated
by biological evolution. They have been shown to work well
in various tasks, such as the detection of Aumann equilib-
rium [30], Berge and Nash equilibria [31] and feature selection
for the classification of brain imaging (fMRI) data [32]. Next,
we describe our genetic algorithm for the selection of the
appropriate reference signals in order to obtain an accurate
classifier.

a) Input: The input is the set of training time-series 1" =
{t:}7,,t; € R!, where n is the number of the training time-
series.

b) Encoding: Each individual X encodes a set of refer-
ence signals. Each individual is a subset of the training time
series T'. In other words: each training time series t; is either
contained in an individual or not. However, the same training
time-series t; may appear in several individuals.

c) Initialisation: The initial population P contains N
individuals, each of them is a random subset of the training
time series.
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Fig. 2. Projection-based classification of electroencephalograph signals

d) Fitness assignment: In order to calculate the fitness
of an individual X, we partition the training data 7' into
two subsets 77 and 75. Using the reference signals of X,
we project all the instances of 77 and 7, into a vector
space, i.e., we calculate the DTW-distances of the training
time series from the reference signals in X and we use the
normalized DTW-distances as features.”> From now on, we
use 77 and T{" to denote the projected data. Using 71",
we train a classifier (in particular, asymmetric loss linear
regression, which will be described in Section III-B). We
evaluate its performance on TQ(’) ). In particular, we calculate
area under receiver OFerator characteristic curve (AUC) [33]
of the classifier on 75" ) and we use the value of AUC as the
fitness of individual X.

e) Offspring: We use recombination (cross-over) and
mutation to create the offspring of two randomly selected
individuals. We select each reference signal of the offspring
one by one. The k-th reference signal of the offspring is either
(i) the k-th reference signal of the first parent, or (ii) the k-
th reference signal of the second parent or (iii) a randomly
selected signal of the training data. Each of the three above
cases has an equal probability of 1/3.

f) Survival: In each generation, individuals having a
fitness value greater than or equal to the median fitness of
the population survive.

In our experiments, the size of the population is fixed N =
10 throughout all the generations and we run the genetic search
for a fixed number of generations G = 100.

B. Asymmetric loss linear regression

Given a regression model f, where 6 is the vector of
parameters, fp estimates the value of the target y for an
instance * € R™, ie., § = fo(z). In order to determine
the appropriate parameter values 6%, usually, a loss function
Lp(0) is minimised:

0* = argmin, Lp(6). (1)

2With normalization, we mean that we first calculate the mean and standard
deviation of all DTW-distances. Then, from each DTW-distance, we subtract
the mean and divide it by the standard deviation and use the resulting values
as features.

Note that the actual value of Lp(#) depends both on the
dataset D and parameters 6. However, once the dataset is fixed,
in particular, while the model is being trained using a given
training dataset D, the loss can be seen as a function of the
parameter vector . Therefore, we aim at finding parameters
0* that minimise the loss. A wide-spread loss function is mean
squared errors:

1
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where |D]| is the number of instances in D.

While the sum of squared errors is popular, we argue that
in case of classification tasks related to EEG, it is not fully
consistent with the underlying medical reality. While patients
are seen as being affected by a disease or not, there may be
important differences between two healthy patients, as well
as between two patient suffering from a disease (see e.g.
the severity of a disease). Consequently, considering the both
classes corresponding to the presence (y = +1) and absence
of a disease (y = —1) in case of a particular patient (described
by the instance x, we should not penalise a model that predicts
a score that is higher than +1, if the patient is indeed affected
by the disease. Similarly, in case of a healthy patient (y = —1),
we do not want to penalise a model that predicts a score that
is lower than —1.

Therefore, we propose an asymmetric loss function. First,
we define the error of the model fy for a single prediction
fo(x), for instance = with label y as

0if fo(x) > +1 and y = +1
0if fo(z) < —1and y = —1
(fola) —y)*

We define mean asymmetric loss (MAL) as the mean of the
above errors for all instances of the dataset D:

! Z err(f@vx7y)'

(z,y)€D

err(fo, ,y) = 3)

otherwise.

MALp(0) = @)

D]

The above loss can be minimised with various optimisation
techniques ranging from gradient-based methods to more
advanced approaches, see e.g. [25]. For simplicity, we decided



Algorithm  Asymmetric loss linear regression (ALLR)

Require: Training data D, number of epochs e, learning rate 7, standard
deviation o
Ensure: Weights wg, wy, ... wg
1: Initialise weights wg, wy, ... wy from standard normal distribution with
zero mean and standard deviation o
2: for epochin 1...e do
3 for each (z,y) € D in random order do
4: 7 wo + Zf L Wi
5: if (g} >land y = 1) or (1} <—landy= —1) then
6: continue
7 wo <= wo — 1 2(y — y)
8: foriinl...k do
9: w; = w; — 1 2(9 — y)w;
10: end for
11: end for
12: return wy, wy, ..., W

Fig. 3. Pseudocode of asymmetric loss linear regression (ALLR)

to use gradient descent. The partial derivative %@D(m of
MALp(0) is:
OMALp(9) 1 Z derr(fg, x,y) 5)
00 ~|D] 00 ’
(z,y)€D
where
0 if fo(x) > +1 and y = +1

Gerrlfo.2.9) _ ) i flw) < —landy=—1 (6)
00 dfo(x)
2(fo(x) — y) 255

In case of linear regression where z = (z1,...,zx), 0 =
{wo, w1, ...wy}, and the model is fp(x) = wp + Zle W T,
the partial derivatives of err(fy, ,y) according to w;, 1 < i <
k, are

otherwise.

0 if fo(x) >+1and y = +1
=<0 if f(x) < —landy=-1 (7)
2(fo(x) —y)x; otherwise,

derr(fo, z,y)
3w,;

while the partial derivative according to wy is
0if fo(xz) > +1 and y = +1

=10if fo(zr) < —landy=-1 (8)
2(fo(z) —y) otherwise.

derr(fo, z,y)
8100

We propose to use stochastic gradient descent to optimise
MALp. The pseudocode of the resulting asymmetric loss
linear regression (ALLR) is shown in Fig. 3.

IV. EXPERIMENTAL EVALUATION

The goal of our experiments is two-fold. On the one hand,
as our approach is based on PROCESS [21], we compare it
with PROCESS. On the other hand, we will show that both
proposed components (i.e., genetic algorithm for the selection
of reference signals, and asymmetric loss linear regression)
contribute to the accuracy of ASTERICS.

In our experiments, we aimed to simulate scenarios in which
EEG is used to asses the presence or the severity of a disease.
In particular, our models tried to recognize whether a patient

TABLE I
AUC = ITS STANDARD DEVIATION IN CASE OF OUR APPROACH,
ASTERICS, AND PROCESS

AUC
ASTERICS  0.854 £ 0.161
PROCESS 0.775 £ 0.176

is affected by alcoholism or not. We took into account which
signals originate from the same person: in order to calculate
the likelihood of a person being alcoholic, we average the
predictions over all the signals originating from that person.

To measure the performance of our approach, we used area
under receiver-operator characteristic curve (AUC) [33].

We performed 10-fold cross-validation to evaluate our ap-
proach, i.e., first, we partitioned the data into 10 subsets and
used one of these subsets as test data while the remaining
9 subsets were used as training data. Training and testing the
model was repeated 10 times, in each round, a different subset
was used as test set. We calculated the average of these AUC
values in order to assess the quality of the model.

While partitioning the data for cross-validation, we paid
attention that all the signals belonging to the same person
were assigned to the same partition, and therefore each person
either appeared in the training data or in the test data, but not
in both. On the one hand, this allowed to simulate the real-
world scenario in which the recognition system is applied to
new patients. On the other hand, EEG signals are known to
be characteristic to individuals, see e.g. person identification
systems using EEG [34], therefore, if the same person would
appear in both the train and test data, this could lead to
overoptimistic results.

In order to assess if the observed differences are statistically
significant we used t-test with a significance threshold of o =
0.05.

Throughout the experiments, we set the number of reference
signals to r = 5.

A. Comparison with PROCESS

As our approach, ASTERICS, is based on PROCESS [21],
first we compare ASTERICS and PROCESS. Tab. I shows the
results. As one can see, ASTERICS outperforms PROCESS.
The difference is statistically significant.

B. Contribution of genetic selection

In order to assess the contribution of the genetic algorithm
for the selection of reference signals, we run ASTERICS with
and without genetic selection. In the later case, randomly
selected reference signals are used. The results are summarized
in Tab. II. As one can see, the genetic algorithm indeed has a
remarkable contribution to the classification performance.

C. Contribution of the classifier

In order to assess the contribution of the classifier, instead
of asymmetric loss linear regression, we run ASTERICS with
standard linear regression and logistic regression. The results



TABLE II
AUC = ITS STANDARD DEVIATION IN CASE OF OUR APPROACH,
ASTERICS, WITH AND WITHOUT GENETIC ALGORITHM FOR THE
SELECTION OF REFERENCE SIGNALS

AUC
ASTERICS with genetic selection  0.854 + 0.161
ASTERICS with random selection ~ 0.813 + 0.169

TABLE III
AUC = ITS STANDARD DEVIATION IN CASE OF OUR APPROACH,
ASTERICS, WITH ASYMMETRIC LOSS LINEAR REGRESSION (ALLR),
STANDARD LINEAR REGRESSION AND LOGISTIC REGRESSION

AUC
ASTERICS with ALLR 0.854 + 0.161
ASTERICS with linear regression 0.837 £+ 0.169
ASTERICS with logistic regression ~ 0.833 %+ 0.171

are summarized in Tab. III. As one can see, asymmetric loss
linear regression contributes to the classification performance.

V. CONCLUSION AND FUTURE WORK

In this paper, we focused on projection-based classification
of EEG. We proposed a genetic algorithm for the selection of
reference signals and asymmetric loss linear regression as the
final classifier. As we discussed, the assumptions underlying
our classifier are more consistent with medical reality com-
pared with that of conventional machine learning techniques.

We evaluated our approach on a publicly available real-
world EEG dataset and demonstrated that our approach, AS-
TERICS, outperforms PROCESS and both proposed compo-
nents contribute its accuracy.

In our future work, we will study the effect of the number of
reference signals in more detail, as well as the parameters of
the genetic algorithm (such as population size or the number of
generations). It would also be interesting to apply ASTERICS
to other time series classification tasks.
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