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1  Introduction
Blog Feedback Prediction Problem [1] 
- early recognition of highly influential blog posts 
- the number of feedbacks (comments) is used to 
  quantify influence 

Given an instance x = (x
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, … , x

n
), a factorization

machine [2] of second degree with f  factors 

2  Factorization Machine

predicts its label as follows:
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 are parameters 

of the model. The later describe the interactions 
between features, while we refer to w
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, … , w
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as feature weights.
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4  Results 
Data: UCI Repository, Blog Feedback Data*

* https://archive.ics.uci.edu/ml/datasets/BlogFeedback
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