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B|Og Feedback Prediction Problem [1] Algorithm 1 Training the Factorization Machine
g - : - Require: Training data DD, number of epochs e, learning rate n, standard deviation o
- early recognition of highly influential blog posts iy’ ¥ 5 gt Pt
- the number Of feedbaCkS (COmmentS) 1S used t() 1: Initialize wo,w1,...wr and v11,...,v,, s from standard normal distribution with
: . zero mean and standard deviation o
quantlfy Inﬂuence 2: for epoch in 1...e do
3: for each (z,y) € D in random order do
n noon f
4: g wo+ D> wizi+ D> D ( > ?J;'F;G?Jjj;;):fli:ﬂj
i=1 i=1 j=i41 * k=1
H: wo +— wo — 1 2(4 — y)
6: foriinl...k do
i w; — w; — 1 2(§ — y)xi
8: end for
O: foriinl...n do
> Document 10: for 7inl...f do
wf 11: vij Vi —n29—y)x:i 3 vk K —vijxd
= Source of the document: | J J ( = j )
12: end for
I torokgaborelemez.blog.hu 13: end for
pepuE T 14: end for
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= Main text of the document 16: return wo,wr, ..., wx and vi1,..., Vs
e — Links to other documents
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Linear regression FM, f =3
AUCQ10 0.864 0.869

2 Factorization Machine Hits@10 4.733 0117
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Given an instance x = (x], ,xn), a factorization Feature weights
machine [2] of second degree with /' factors s1wofp T T
predicts its label as follows: g
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i=1 i=1 j=i4+1 k=1 50 100 150 200 250
where Wiy W and Vs,V are parameters epoch
of the model. The later describe the interactions * https://archive.ics.uci.edu/ml/datasets/BlogFeedback
between features, while we refer to Wy, W
as feature weights. References
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