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Abstract. Estimation of the attention that a blog post is expected to
receive is an important text mining task with potential applications in
various domains, such as online advertisement or early recognition of
highly influential fake news. In the blog feedback prediction task, the
number of comments is used as proxy for the attention. Although factor-
ization machines are generally well-suited for sparse, high-dimensional
data with correlated features, their performance has not been systemat-
ically examined in the context of the blog feedback prediction task yet.
In this paper, we evaluate factorization machines on a publicly available
blog feedback prediction dataset. Comparing the results with other re-
sults from the literature, we conclude that factorization machines are
competitive with multilayer perceptron networks, linear regression and
RBF network. Additionally, we analyze how parameters (feature weights
and interaction weights) of factorization machine are learned.

Keywords: blog feedback prediction, factorization machine, machine
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1 Introduction

Early recognition of highly influential posts in social media, such as blogs or
tweets, is an essential task with various applications. For example, the identifi-
cation of most visited blogs may be useful in online advertisement scenarios or
in order to identify highly influential fake news in advance.

In the blog feedback prediction problem [2], the number of comments serves
as a proxy for the attention, i.e., the task is to predict the number of comments
that a blog will receive. In order to predict the number of comments, various
features are used that refer to the textual content, source (blog or website) or
other conditions, e.g. on which day of the week the post was published.
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Recently, the blog feedback prediction task received considerable attention,
see e.g. [4], [7], [8], [12], [10]. Various models have been used, such as state-of-
the-art variants of nearest neighbour regression [4], fuzzy systems [7], ensemble
techniques [12], neural networks and decision trees [10].

Motivated by movie recommendation tasks, factorization machines [9] have
been developed for supervised machine learning on sparse and high-dimensional
data containing correlated features. Factorization machines are especially well-
suited to represent correlations efficiently, i.e., given n features, factorization ma-
chines are able to represent all the pairwise correlations with O(n) parameters.
Additionally, factorization machines can estimate correlations between features
even if the correlation is not expressed explicitly, but has to be inferred. Last,
but not least, compared with deep learning, factorization machines require much
less training data. For the aforementioned reasons, factorization machines have
been recognized more and more in the machine learning community.

Due to the large number of textual features that correspond to the frequency
of most predictive words, the data in the blog feedback prediction problem is
high dimensional and sparse. Additionally, some of the features are expected
to be correlated. Thus, factorization machines are promising candidates for the
blog feedback prediction task.

Despite the aforementioned facts, factorization machines have not been sys-
tematically studied in context of the blog feedback prediction problem. For com-
pleteness, we note that an initial experiment with factorization machines on the
blog feedback data have been documented in the first version of a manuscript
available at arXiv [13], however, the results were not evaluated in terms of typi-
cal evaluation metrics of the blog feedback prediction task, such as AUC or the
number of hits. More importantly, the manuscript does not focus on the blog
feedback prediction tasks and the aforementioned experiment is not included in
subsequent versions of the manuscript, including its current version.

For the above reasons, in this work, we aim to examine whether factorization
machines are suitable blog feedback prediction.

The rest of this paper is organized as follows: in Section 2 we review fac-
torization machines. In Section 3 we describe the blog feedback data and our
experiments. Finally, we conclude in Section 4 and point out potential directions
of future work.

2 Factorization Machines

Given an instance x = (x1, . . . , xn), a factorization machine [9] of second degree
with f factors predicts its label as follows:

ŷ(x) = w0 +

n∑
i=1

wixi +

n∑
i=1

n∑
j=i+1

( f∑
k=1

vi,kvj,k

)
xixj (1)

where w0 . . . wn and v1,1 . . . vn,f are parameters of the model. The later describe
the interactions between features, while we refer to w1 . . . wn as feature weights.
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Algorithm 1 Training the Factorization Machine

Require: Training data D, number of epochs e, learning rate η, standard deviation σ
Ensure: Weights w0, w1, . . . wk and v1,1, . . . , vn,f

1: Initialize w0, w1, . . . wk and v1,1, . . . , vn,f from standard normal distribution with
zero mean and standard deviation σ

2: for epoch in 1 . . . e do
3: for each (x, y) ∈ D in random order do

4: ŷ ← w0 +
n∑

i=1

wixi +
n∑

i=1

n∑
j=i+1

( f∑
k=1

vi,kvj,k
)
xixj

5: w0 ← w0 − η 2(ŷ − y)
6: for i in 1 . . . k do
7: wi ← wi − η 2(ŷ − y)xi
8: end for
9: for i in 1 . . . n do

10: for j in 1 . . . f do

11: vi,j ← vi,j − η 2(ŷ − y)
(
xi

n∑
k=1

vk,jxk − vi,jx2i
)

12: end for
13: end for
14: end for
15: end for
16: return w0, w1, . . . , wk and v1,1, . . . , vn,f

Given a labelled training dataset, the parameters of the model can be learned
with stochastic gradient descent so that the sum of squared errors (or another
objective function) is optimized. For details, we refer to Algorithm 1 and [9].

3 Experimental Evaluation

Blog Feedback Data. We performed experiments on the publicly available
Blog Feedback Data3. The data contains 60021 instances and 281 features, in-
cluding the target. Each instance refers to a blog post which is described by
various features referring to textual content, the source (blog) on which the post
was published and other conditions, e.g. on which day of week the post was
published. The target is the number of comments that the post received within
the next 24 hours. For a more detailed description of the data and how it was
created, see [2].

Experimental Protocol. In order to assist reproducibility and comparabil-
ity, we used the predefined training and test sets associated with the data. We
calculated the evaluation metrics (AUC@10 and Hits@10) for each test set and
aggregated the results. This is exactly the same protocol as in [2], therefore, the
results are directly comparable.

3 https://archive.ics.uci.edu/ml/datasets/BlogFeedback
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Table 1. The performance of factorization machine (FM) with f = 0 (linear regression)
and f = 3 factors on the blog feedback prediction task

Linear regression FM, f = 3

AUC@10 0.864 0.869
Hits@10 4.733 5.117

Evaluation Metrics. In order to evaluate the predictions, we used AUC@10
and Hits@10 which are defined as follows.

For each test split, we consider 10 blog pages that were predicted to have the
largest number of feedbacks. We count how many out of these pages are among
the 10 pages that received the largest number of comments in reality. We call
this evaluation measure Hits@10.

For the AUC, i.e., area under the receiver-operator curve, we considered as
positive the 10 blog pages receiving the highest number of comments in the
reality. Then, we ranked the pages according to their predicted number of com-
ments and calculated AUC. We call this evaluation measure AUC@10. For both
evaluation metrics, higher values indicate better performance.

Hyperparameters of the Factorization Machine. In our experiments, by
default, we set the number of factors f = 3. In order to find appropriate model
parameters, we minimized the sum of squared errors on the training data with
stochastic gradient descent. We initialize the parameters (i.e., feature weights
Wi and interaction weights vi,k) from a standard normal distribution with zero
mean and σ = 10−8. We set the learning rate of stochastic gradient descent to
η = 10−12 and iterated over the training instances 1000 times, in other words:
we learned the model in 1000 epochs.

Experimental Results. As can be seen in Tab. 3, factorization machine achieved
AUC@10 of 0.869, while the average number of Hits@10 was 5.117. We note that
factorization machine is a generalization of linear regression: in particular, a fac-
torization machine with f = 0 is equivalent to linear regression, therefore, we
show the results for linear regression in Tab. 3.

We also performed experiments with f = 5 factors. As the results were very
similar to the results with f = 3 factors, for simplicity, we only report results
with f = 3 factors.

Comparison with Results Reported in the Literature. According to the
results reported in [2], factorization machine outperforms various multilayer per-
ceptron networks, linear regression and RBF network. In particular, none of these
models achieved Hits@10 greater than 5, while the AUC was between 0.8 and
0.85 for these models, see Fig. 1. in [2]. On the other hand, one of the regression
trees, M5P, achieved AUC around 0.9, while its performance in terms of Hit@10
was comparable to that of factorization machine.
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Fig. 1. Magnitude of change of feature weights and interaction weights as function of
the number of epochs.

Learning the Parameters of the Factorization Machine. In order to un-
derstand how parameters of the factorization machine are learned during stochas-
tic gradient descent, we calculated for each feature weight wi and for each in-
teraction weight vi,k, how much that parameter changed in total during each
epoch. Next, we calculated the absolute value of the change for each parameter.
Subsequently, we calculated the mean of these absolute values separately for the
feature weights and interaction weights. We refer to these mean values as the
magnitude of change. We plot the magnitude of change for the first 250 epochs
in Fig. 1.

As one can see, at the beginning, the change of both feature weights and in-
teraction weights is relatively large. As a global trend, the magnitude of change
of feature weights is decreasing. In contrast, the magnitude of change of inter-
action weights is decreasing at the beginning, then it begins to increase again
around the 70th epoch. Roughly from the 140th epoch on, the magnitude of
change of interaction weights is decreasing again.

This analysis indicates that interaction weights may be more difficult to learn
than feature weights. The relatively high magnitude of change of the interaction
weights between the 100th and 160th epochs may be explained by the assumption
that interaction weights can be learned effectively, once feature weights have
relatively good values.

4 Conclusions and Outlook

In this paper, we considered the blog feedback prediction task and systemati-
cally examined factorization machines for this task. As expected, factorization
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machines are competitive models for blog feedback prediction. On the other
hand, our analysis revealed that the development of efficient training algorithms
may be challenging, because it seems to be the case that interaction weights
can only be learned efficiently if feature weights already have reasonable values.
Taking this observation into account, one may devise smart training algorithms
in the future.

On the long term, it would also be interesting to adapt other techniques for
blog feedback prediction, such as hybrid approaches, the incorporation of fuzzy-
valued loss functions into factorization machines or model selection based on
genetic algorithms, see e.g. [1], [5], [6]. Furthermore, we note that a special variant
of the blog feedback prediction task, the so called personalized blog feedback
prediction task has also been considered in the literature [3]. This motivates the
idea of considering the situation as a game (in the sense of game theory) in which
users have a limited budget of comments, i.e., each user is only able to comment
on a limited number of blogs, while the users try to optimize the impact of their
comments (payoff). Therefore, one could try approaches based on game theory,
such as the one described in [11], for blog feedback prediction.
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